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Bernard Baars’ Global Workspace Theory is a leading cognitive science model for human consciousness. Creating A “Conscious” Agent is a design specification for part of the first software implementation of Global Workspace Theory. Conscious Mattie, being developed by the University of Memphis’ Conscious Software Research Group, is the name of the software agent where this implementation is occurring at the time of this thesis’ submission.

There are several motivators for this research. First, it is hypothesized that a Global Workspace gives a multi-agent system several advantages. For example, it offers individual agents in the system a means of recruiting other agents in the system to help solve novel and ambiguous problems. Also, it gives a method for attentional focus for the overall system. This provides a means for associative learning and metacognitive functions to take place. Chapter five gives an in depth discussion of the specific functions of the Global Workspace in Conscious Mattie. Chapter five attempts to lend insight into the software implementation advantages gained when using a Global Workspace.

As a second motivation, the Conscious Software Research Group hopes to provide new hypotheses about human consciousness for cognitive scientists and neuroscientists. As a cognitive science theory, Baars’ theory does not contain many of the low-level design specifications necessary for a computer scientist’s implementation of the theory. Many of the design decisions made through this research can be considered hypotheses on human consciousness. It is hoped that the members of the above disciplines will view these implementation decisions as springboards for the further study of consciousness.

This thesis first gives an overview of Baars’ Global Workspace Theory. Virtual Mattie, Conscious Mattie’s predecessor agent, is then discussed. A general discussion of
Conscious Mattie’s numerous components such as learning mechanisms, memory, and perception follows. The author has been actively involved in both Virtual Mattie’s and Conscious Mattie’s overall design. The author’s primary research contribution is found in chapter five. Chapter five describes the design of a Global Workspace mechanism for Conscious Mattie. The Conscious Software Research Group’s implementation decisions for Conscious Mattie are related back to Baars’ theory in chapter six as justification for their use. Finally, a future direction of the Conscious Software Research Group is presented.

This thesis describes the design for a software implementation of Global Workspace Theory. It is beyond the scope of this thesis to address whether or not Conscious Mattie’s “conscious experience” will be similar to the human conscious experience. This author plans to implement and experiment with a Global Workspace for Conscious Mattie. It is hoped that these results will generate several hypotheses about human consciousness.
Why do we pursue goals? Why is it that we actually feel pain in our hearts over emotional loss? Why does it seem that the majority of us always have a thought in our minds? I’m sure these are questions all of us have had at some point. I did for a long time. I still do. In college, however, through both industrial psychology and neuroscience oriented courses, I began to get answers to these questions. As a computer science major, however, my courses in these areas were limited. My desire to study how to integrate computer science with biological phenomena was a primary motivation in my attending graduate school.

Global Workspace Theory is a significant contribution to cognitive science. It is also the Conscious Software Research Group’s belief, myself included, that it can make a significant impact on computer science. I try to illustrate this through Creating A “Conscious” Agent.
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Chapter 1

Thesis Introduction

1.1 Thesis Overview

The Conscious Software Research Group at the University of Memphis is investigating the possibilities of Conscious Software Agents (Franklin and the Conscious Software Research Group, 1997). A Conscious Software Agent is an intelligent agent which is an implementation of Bernard Baars’ Global Workspace Theory (Baars, 1988, p.43). Global Workspace Theory provides a model for human consciousness. It does so within the framework of other mental components, such as emotion, learning, and memory modules. A Conscious Software agent may have many of such components.

This thesis presents the design for Conscious Mattie, the Conscious Software Research Group’s first agent designed within the framework of Global Workspace Theory. The author has contributed to the design of each of the subjects presented by this thesis. The author’s primary research focus and contribution is to the design of the agent’s Global Workspace, described in chapter five.

The author’s research is motivated by two overall themes. First, it is hypothesized that Global Workspace Theory can be a useful software engineering methodology for multi-agent systems. Global Workspace Theory provides such a system a method for attentional focus. It also offers a means for one collection of agents, working together, to communicate with all other agents in the system. This communication facilitates many of
the system’s functions such as learning and metacognition. Second, Baars’ theory does not address many of the specific details necessary for a computer scientist to implement it. For example, it does not give detailed specifications on what each agent communicates to the system’s other agents. The Conscious Software Research Group, in their design of Conscious Mattie, has made hypotheses about human consciousness. It is hoped that these hypotheses are studied by cognitive scientists and neuroscientists and lead to further knowledge in these fields.

Chapter two presents Global Workspace Theory. This includes the background for the theory, why it is needed, and what the theory states. Virtual Mattie is then discussed (Franklin et al., 1996). Virtual Mattie, an intelligent clerical agent, is the Conscious Software Research Group’s first step in the creation of a Conscious Software Agent. This agent contains many of the underlying modules of Conscious Mattie (Franklin and the Conscious Software Research Group, 1997). Chapter four gives an overview of Conscious Mattie, the first agent to be implemented within the framework of Global Workspace Theory.

Chapter five describes the design for a Global Workspace in Conscious Mattie. There is discussion on the design decisions made for the implementation-level issues not addressed by Baars. This includes how coalitions of processes are created and managed, how the spotlight of attention is controlled, and the broadcasting technique used. This chapter also addresses how a Global Workspace is expected to enhance the agent. It is beyond this thesis’ scope to address whether Conscious Mattie’s “consciousness” will be similar to human consciousness.

Chapter six relates Conscious Mattie’s components back to Global Workspace Theory’s contexts. The chapter contains conclusions relating to the previous chapters. Possibilities for future conscious agents are also addressed.
Chapter 2

An Introduction To Global Workspace Theory

2.1 Introduction

This chapter describes Bernard Baars’ Global Workspace Theory. Global Workspace Theory is a cognitive science model of the human conscious experience. This chapter focuses on the portion of Global Workspace Theory which most closely deals with consciousness. Global Workspace Theory encompasses additional subjects such as learning and metacognitive functions. This chapter first gives the operational definition and describes the functions of consciousness. The components of Global Workspace Theory are discussed. How Global Workspace Theory works is presented. Finally, a detailed example is used to trace through the theory.

It is hoped that by the end of this chapter the importance of Global Workspace Theory as a concrete description of the conscious experience is conveyed. Its computer science implications will be examined throughout the remainder of this work.

2.2 Consciousness

Baars states that throughout human history, consciousness has been extremely difficult to define. He states, “Even today, more and more nonsense is spoken of consciousness, probably, than of any other aspect of human functioning” (Baars, 1988, p.4). According to Baars, consciousness, while it can be inferred from reliable evidence, is a theoretical
construct. Consciousness, therefore, is defined in terms of what makes up the human conscious experience. A two-part definition is necessary to define what it means to be conscious of an event. The first part states that a person is defined to be conscious of an event if the person states that they were conscious of it immediately after the event occurs. Events may be conscious for only hundreds of milliseconds. The second portion says that the experiencer’s report must be able to be independently verified.

The reader may be wondering how this psychological definition ties into computer science. As seen further in chapter five, it contains two main implications for a software implementation of the theory. First, consciousness will contain elements which relate to events. Second, elements may be conscious in the agent for an extremely short period of time.

### 2.2.1 Functions of Consciousness

Baars states that consciousness has nine major functions. The reader will encounter these functions again in chapter five when it is shown how Conscious Mattie’s implementation of consciousness fulfills these functions. The first function is Definition and Context-setting. An example of this occurs when one focuses on a distant tree in a forest. While multiple visual stimuli are present, a coherent image is able to be retrieved. The second function is Adaptation and Learning. For example, extremely difficult material is often pondered for a great deal of time when attempting to learn it. The third function is Editing, Flagging, and Debugging. This is evident in biofeedback training, where persons use flagging in order to gain conscious voluntary control over usually unconscious systems. Fourth is the Recruiting and Control function. An example of this function’s use occurs when attempting to answer a question. While one is conscious of a question, the candidate answers to that question are recruited unconsciously and brought to consciousness. The fifth function is Prioritizing and Access-control. This occurs when learning a foreign language. One may wish to prioritize words which are difficult to pronounce.
The Decision-making or Executive function is useful in controlling thought and action. A decision-making question is “Should I go to the mall or to the park?” The Analogy-forming function occurs when people make analogies to compare a novel experience to known ones. A example of this is “Hate is the wrong road to travel.” The eighth function is the Metacognitive or Self-monitoring function. One example of this is humans’ ability to pinpoint and express their current feelings. The final function is Autoprogramming and Self-maintenance. This can be seen in the desire to exercise and eat properly in order to keep the body healthy.

2.3 The Components of Global Workspace Theory

Global Workspace Theory is an attempt to integrate the large amount of information about consciousness into one model. To comprehend the theory, its underlying components must first be understood.

2.3.1 Processors and Coalitions

Global Workspace Theory states as a premise that the nervous system is composed of processors. Each processor is autonomous and has a narrow focus. It is very efficient, works at high speeds, and makes very few errors. Each processor can act in parallel to others. This allows for the creation of a high capacity system such as the central nervous system.

A coalition is a set of processors which work together to perform a specific task. For example, it takes numerous processors for breathing to take place. Coalitions are recursive in nature. For example, a coalition may be composed of several coalitions. A processor may be a member of more than one coalition. Coalitions normally perform routine actions. However, coalitions may also perform duties relating to ambiguous, conflicting, or novel events for the system. These coalitions have the potential for entering conscious-
ness. Baars states that coalitions may have an activation level. When performing routine
actions, a coalition’s activation level is low. Coalitions performing more uncommon tasks
have a higher activation level. A higher activation level gives a coalition a greater chance
to enter consciousness. Baars is careful to point out that a high activation level may be a
necessary but possibly not a sufficient condition for a coalition to enter consciousness.

2.3.2 Contexts

Contexts are relatively stable coalitions of processors which affect consciousness. Con-
texts are normally unconscious. Therefore, contexts are not usually experienced directly.
Contexts interact rapidly with what is occurring in consciousness. One example of a con-
text is found in a collegiate classroom. Both students and faculty know that a certain
classroom behavior is expected in an engineering class, while not always being conscious
of it. This example illustrates cultural context, a main context according to Baars. Per-
ceptual, conceptual, and goal contexts are the three other main contexts. Contexts provide
an underlying level of stability. In the above classroom example, if the professor began
singing during class, the students would quickly become conscious of the fact that the
professor was exhibiting abnormal behavior. The professor’s behavior went against the
prevailing cultural context. In this sense, contexts allow for novel events to become con-
scious. New contexts can be learned, allowing for reality to be perceived in a further
enhanced way.

2.3.3 The Global Workspace

The crux of the theory’s architecture is the Global Workspace. The Global Workspace is
intended to implement consciousness. The Global Workspace is a working memory which
gives a central location for one coalition to interact with the system’s other processors.
Therefore, the Global Workspace can be considered analogous to a classroom blackboard.
The next section discusses how this information exchange works and what information this exchange provides.

### 2.4 How Global Workspace Theory Works

Global Workspace Theory can be compared to a theater’s stage. In a theater, a spotlight is often used to focus the audience’s attention. The spotlight roam around the stage, and there is normally only one person in the spotlight at a time. A person is usually in the spotlight when they are performing new actions. More is usually occurring in the production than what is currently in the spotlight.

This Global Workspace Theory theater is an interactive one. When members of the audience see something in the spotlight they can relate to, they begin acting. These members may join the actors in the spotlight, or they may begin acting outside the audience’s main focus.

In Global Workspace Theory, consciousness is the spotlight which roam over the active unconscious processors. This spotlight shines on coalitions attempting to solve difficult problems. It shines on coalitions performing tasks relating to ambiguous and conflicting items. It also focuses on coalitions dealing with novel situations. Many unconscious coalitions and processes are working even while a particular coalition is in consciousness.

The audience is the unconscious processors not on the stage (Baars, 1997, p.42). When coalitions enter consciousness, they broadcast information to all processors. Some audience members which understand this information become active and perform their specific functions. These processors, therefore, potentially contribute to the work of the conscious coalition.

The spotlight can shine on only one coalition at a time. For example, humans must think of two alternatives one after the other; they cannot be addressed at the same time.
Due to its serial nature, consciousness is a much smaller capacity system compared to the large capacity system created by the numerous unconscious processors acting in parallel.

2.4.1 Overall Steps in Global Workspace Theory

Figure 2.1 shows an illustration of Global Workspace Theory (Baars, 1988, p.88). It is important for the computer scientist to remember that Global Workspace Theory is a high level model. Chapters four and five propose a method for implementing this theory.

To understand Global Workspace Theory, it is helpful to think of processors going through five stages. These are:

1. Unconscious processes, each working towards achieving a portion of an overall goal, form a coalition.
2. Coalitions compete for access into the Global Workspace.

3. The coalition which enters consciousness broadcasts information to all unconscious processes. This broadcast allows the conscious coalition to recruit other processes which can contribute to the conscious coalition’s tasks.

4. All unconscious processors will receive the broadcast message. However, only certain ones will be able to understand its contents.

5. The processors which understand the message and which need to take action do so.

2.5 An Example to Illustrate Global Workspace Theory

Tracing through an example helps in understanding Global Workspace Theory. Patricia is a fourth year piano major who began playing the instrument her first collegiate year. At this point Patricia is well accomplished, but does not yet have a maestro’s skill. She is currently performing the fifth piece of her memorized ten piece recital, and has so far faced no problems in her performance.

By this point in the recital, Patricia is relatively relaxed. She is playing habitually. While she is conscious of what she is hearing, she basically is letting her hands move themselves through this piece’s long runs. Suddenly, however, in the quiet auditorium, Patricia hears the loud, sharp bark of a dog. This causes her to slightly lose concentration and hit two wrong notes. Patricia, with no recollection of where her fingers are to go next, jumps to a later portion of the piece where she continues to play. Only the keenest audience members know there was something in her playing out of place.

This example illustrates numerous aspects of Global Workspace Theory.

1. With her long hours of practicing, Patricia’s ability to play her current piece has become habitual. Unconscious processors are controlling her finger and pedal
movement. Patricia is mainly focusing on each note she hears. In this case, the components involved in listening to the piano notes form one or more conscious coalitions.

2. The dog’s loud bark introduces a new, unexpected, and potentially dangerous event. A coalition of processors involved in determining the presence of danger forms. This coalition may have a processor to determine a sound’s volume, another to determine a sound’s pitch, another to determine the direction a sound is coming from, another which detects novel sounds, etc. This coalition, having a very high activation level relative to the piano notes, gains access to consciousness. It then broadcasts information. This information is received by the unconscious processors. Visual and auditory processors which can help determine if there is any immediate danger respond.

3. Patricia, however, rapidly realizes that there is no immediate risk and she is in front of an audience. In this case, a new coalition arises into consciousness. This one’s goal is to get her back on track in her piece. To do this, this coalition broadcasts asking for help. Processors in auditory, memory, and visual retrieval respond. Those processors containing the solution gain a high enough activation to reach consciousness.

4. While in the short term thoughts of the dog and the crowd’s response come in and out of consciousness due to their remaining high activation level, as their activation falls Patricia relaxes into her practiced habitual playing mode.

2.6 Conclusions

Humans utilize consciousness extensively. It provides a means of cooperation for coalitions. This fosters conflict resolution, learning, and perceptual clarification. Global
Workspace Theory provides a high-level model describing human consciousness. Conscious Mattie is the first attempt to implement this experience as described by this theory. Before this Conscious Software Agent can be discussed, however, her predecessor, Virtual Mattie, must be examined.
Chapter 3

Virtual Mattie

3.1 Chapter Overview

Virtual Mattie is an intelligent autonomous agent. She functions in a clerical role. Specifically, she coordinates departmental seminar information, carrying out a role originally performed by the department’s former secretary, Mattie. While Virtual Mattie is not a conscious software agent, she contains many of the underlying components of conscious software. The agent was developed by Stan Franklin and the Conscious Software Research Group and programmed by Honjung Song, Zhaohua Zhang, and Aregahegn Negatu. She is implemented in Java. Virtual Mattie will now be described in detail.

This chapter first discusses Virtual Mattie’s job description. Next, the reasons why Virtual Mattie can be considered an autonomous agent are addressed. The agent’s architecture is then presented. Finally, conclusions are drawn with mention of how this agent can be improved. The majority of the material contained in this chapter comes from Artificial Minds (Franklin, 1995), “Virtual Mattie — an Intelligent Clerical Agent” (Franklin et al., 1996), conference proceedings on Virtual Mattie (Franklin and the Conscious Software Research Group, 1997), and Conscious Software Research Group discussions.
3.2 Virtual Mattie’s Job Description

Virtual Mattie is an unsupervised agent. She functions to announce the University of Memphis’ Department of Mathematical Sciences’ weekly seminars. Virtual Mattie communicates completely via email. Below is a discussion of the different components utilized by the agent.

Virtual Mattie gathers seminar information from seminar organizers. She accepts email from organizers about their upcoming seminars. Since there is no predetermined format which the organizer’s email messages must take, Virtual Mattie has natural language processing ability. The agent generates and sends acknowledgements to emailers for every incoming message.

Virtual Mattie composes the upcoming week’s seminar announcement. She composes messages stating she has incomplete information. She also writes messages saying a received message was not understood.

Virtual Mattie emails the composed seminar announcements to a recipient’s list at a specified time. To do this, the agent maintains a list of people who receive the weekly seminar announcements. Therefore, Virtual Mattie accepts incoming email for requests to join and leave the seminar list.

3.3 Virtual Mattie As An Autonomous Agent

Franklin and Graesser define an autonomous agent as “a system situated within and a part of an environment that senses that environment and acts on it, over time, in pursuit of its own agenda and so as to effect what it senses in the future” (Franklin and Graesser, 1997, p.6). Based on this definition, Virtual Mattie has many properties which enable her to be an autonomous agent.

- Her environment is the UNIX operating system.
• The agent’s niche is the maintenance of seminar announcements.

• Virtual Mattie can sense incoming email. The degree to which she actively understands these messages corresponds to different perceptual levels. She also is aware of dates.

• The agent’s multiple drives are diverse and explicitly represented.

• Virtual Mattie has a distinctive action selection mechanism, known as the Behavior Network, which is not controlled by a central executive.

3.4 Virtual Mattie’s Architecture

Virtual Mattie’s architecture is an original high-level agent architecture. The architecture is largely based on the Behavior Networks developed by Pattie Maes (Maes, 1990) and the model of perception found in Hofstadter and Mitchell’s Copycat project (Hofstadter and Mitchell, 1994). Both architectures have been modified and significantly extended for Virtual Mattie. Below is a diagram and discussion of Virtual Mattie’s architectural components.

3.4.1 Drives

The drives portion of the architecture is based on Maes’ goals. The agent’s drives correspond to her tasks found in the above Job Description section. All of Virtual Mattie’s drives are built into the agent. These drives can operate in parallel. Some drives vary in urgency. For example, the urgency level for sending out a seminar announcement may be higher as it gets closer to the time to send the announcement. This varying in the level of urgency is an addition to Maes’ original work. Each drive activates behaviors which work to fulfill the drive.
3.4.2 Behavior Network

The Behavior Network is composed of behaviors whose role is to fulfill the drives. Behaviors in Virtual Mattie’s architecture correspond to Maes’ competences. Behaviors have an activation level. In general, this activation level is affected by the Drives, the agent’s internal conditions, and the Perception Registers. The Perception Registers serve as the Behavior Network’s environmental inputs. Behaviors have preconditions that must be met. For example, a behavior’s preconditions might be fulfilled if an organizer’s email message contains specific items of information. A behavior’s activation level increases as more of its preconditions are met.

A behavior’s activation level is spread to other behaviors. Broadly speaking, its activation spreads to three locations. A behavior’s activation is spread to those behaviors which can fulfill this behavior’s unmet preconditions. Also, the behavior’s activation is spread
to the behaviors whose preconditions can be filled by this behavior. Third, the specific behavior sends inhibition, causing a reduction in activation level, to all behaviors which can remove one of its currently met preconditions. Due to the way behaviors spread forward and backward activation, each behavior can be thought to be a part of a behavior stream. If a behavior has a high enough activation level and all of its preconditions are met, it has the potential to become active. Only one behavior in a behavior stream can be active at a time. The active behavior is determined by choosing the executable behavior in the behavior stream with the highest activation level above a threshold level. Each behavior stream can also be thought of as a plan, created and executed without the building of a search tree.

As a behavior’s activation spreads, it diminishes in strength. Also, activation level continually decays at a slow rate. Once a behavior performs its function, its activation level returns to zero. The behavior network is tunable through global parameters.

3.4.3 Perception

Virtual Mattie’s sensory data are the incoming email messages she receives. Perception for the agent occurs by her comprehending these email messages. Virtual Mattie contains three percepual components: the Input Processing Knowledge, the Input Processing Workspace, and the Perception Registers.

Input Processing Knowledge (Slipnet)

Virtual Mattie’s Input Processing Knowledge, also known as the Slipnet as it is based on Copycat’s Slipnet (Hofstadter and Mitchell, 1994), contains the knowledge needed to understand incoming email messages. Two years worth of email messages to the department secretary were studied in order to generate the knowledge utilized by Virtual Mattie’s Slipnet. Items in the Input Processing Knowledge include the message type, ways to identify the different portions of email messages such as the name of the semi-
nar and speaker, and the abbreviation of words. A common case of abbreviation found in departmental email is seen in the writing of building names, such as Dunn Hall being abbreviated DH, D.H., or D. Hall. Another common example is in the days of the week, where Thursday can be abbreviated Thu, Thurs, Th, etc.

Virtual Mattie’s Input Processing Knowledge contains knowledge of nine message types. Examples of message types include messages declaring the establishment of a new seminar and messages stating the upcoming speaker and topic for a seminar. Virtual Mattie uses surface level natural language processing in conjunction with a feed-forward neural network to determine an email’s message type. The highest output value from the neural network is taken to be the candidate message type. If the output of the neural network is inconclusive, Virtual Mattie sends back an acknowledgement saying the message was not understood.

Input Processing Workspace (A Working Memory)

Sometime after a candidate message type is determined, a message template of this type is placed in the Input Processing Workspace. Codelets, described in the next section, work to fill the template’s fields. Similar to Copycat, as mandatory fields in the template are filled, the temperature, representing the proximity to completeness, falls. If the temperature falls low enough a message is considered understood. However, if a certain number of mandatory fields remain empty after the codelets have completed their tasks, the next highest output of the neural network is tried as the appropriate message type. For safety in the event a message is classified incorrectly, Virtual Mattie acknowledges every message. If the acknowledgement conveys an incorrect understanding of the message, the seminar organizer can send a reworded message.
Perception Registers

Once a message template has been filled, its contents are moved to the Perception Registers, and the perception module can begin working to understand another message. The Perception Registers are similar to a blackboard. Information which is placed in the Perception Registers is available for utilization by Virtual Mattie’s other modules such as the message composition component described below.

3.4.4 Codelets

Each codelet can be thought of as a small distinct agent designed to perform one task. The term codelet originated with Copycat. Virtual Mattie’s codelets correspond to Baars’ processors described in chapter two. The above two sections described Virtual Mattie’s Behavior Network and perceptual module. These two portions are largely implemented via codelets. For example, one codelet’s task in the Slipnet is to fill a message template’s speaker name field. Codelets perform the vast majority of Virtual Mattie’s actions.

Most codelets serve to implement a behavior or a portion of the Slipnet. However, Primitive Codelets also exist. A Primitive Codelet does not serve the Behavior Network or Slipnet. Instead, it functions independently to perform housekeeping functions. For example, a Primitive Codelet might poll for an incoming email message addressed to Virtual Mattie.

3.4.5 Tracking Memory

Tracking Memory contains the information utilized in composing outgoing email messages. Tracking memory contains the default information on seminars, such as the day of the week each one occurs. It saves the current seminar announcement mailing list. Both the seminar and mailing list information are updated via codelets attached to behaviors. Tracking Memory also stores the templates for different types of outgoing messages. The
corpus of email messages collected for two years contributed to the building of Tracking Memory.

### 3.4.6 Composition Workspace (A Working Memory)

All outgoing messages are composed in the Composition Workspace. Message composition consists of filling the fields of an outgoing message template. The information used to fill the template fields comes from the Tracking Memory and the Perception Registers. There is always a copy of the current seminar announcement being generated in the Composition Workspace. As new information arrives in the Perception Registers and Tracking Memory, the template fields are filled. When a seminar is announcement is mailed, a new default announcement template is placed in the Composition Workspace.

### 3.4.7 Mail Input and Output

The Mail Input and Output portion of Virtual Mattie deals with the actual receipt of incoming email messages and the sending of outgoing ones. Incoming email messages are first received by the Mail Input portion. Messages are moved from here to the perceptual module. Once an outgoing message is fully composed, it can be moved to the Mail Output portion. Mail Output hands off the outgoing message to the operating system.

### 3.5 Conclusions

At the time of this writing, the initial development on Virtual Mattie has just been completed. The agent is currently in the experimentation phase. It appears that Virtual Mattie is able to accurately perform the vast majority of her duties.

To effectively coordinate departmental seminars, Virtual Mattie’s job description needs expansion. Currently the agent cannot accurately handle an incoming message contain-
ing two message types. She cannot deal with one time events such as a colloquium. Virtual Mattie does not perform any learning. Learning would be very useful in several areas, such as learning new message types and new behaviors.

Virtual Mattie’s modules provide an agent implemented by combining and extending several recent artificial intelligent mechanisms. The agent implements several portions of Baars’ Global Workspace Theory. This correspondence will be discussed in chapter six. It is hoped that by implementing the remainder of the theory many of the areas needing improvement can be enhanced. The next chapter presents a design overview for Conscious Mattie, the successor to Virtual Mattie which is designed under the framework of Global Workspace Theory.
Chapter 4

Conscious Mattie

4.1 Introduction

Conscious Mattie, an extension to Virtual Mattie, is the first software agent designed to be an implementation of Baars’ Global Workspace Theory. Therefore, Conscious Mattie can be considered the first “conscious” software agent. This chapter gives a two-part overview of Conscious Mattie. First, the additions to Virtual Mattie’s job description are addressed. Second, a broad overview of Conscious Mattie’s new architectural components is given. At the time of this chapter’s writing, Conscious Mattie is in the design phase.

4.2 Conscious Mattie’s Job Description

Conscious Mattie performs all the tasks of Virtual Mattie. In addition, Conscious Mattie can:

- Understand messages which contain multiple message types. For example, an email message might state, “I am establishing a new seminar entitled the ‘Artificial Life Seminar’. It will meet on Wednesdays from 1:30 to 3:30 in room 222 in the Math Building. Mr. Lee McCauley will be the first speaker, talking on ‘Defining Artificial Life.’ ” In this case, the two message types are the new seminar establishment and speaker-topic message types.
- Coordinate one-time events such as a colloquium.

- Detect conflicts such as in the time and place of seminars.

- Detect problems in the operating system and properly prepare herself for a system shutdown.

### 4.3 Conscious Mattie’s Architectural Additions To Virtual Mattie

Conscious Mattie contains several architectural additions to Virtual Mattie, enabling the agent to be an implementation of Global Workspace Theory. Figure 4.1 shows an overall architectural diagram of Conscious Mattie. The additions to the architecture include consciousness, the emotion module, and Sparse Distributed Memory. Also added, although not illustrated in figure 4.1, are several learning modules and a metacognition module.

#### 4.3.1 Emotion Module

The emotion portion of Conscious Mattie is still in the early design phase. Emotions most likely play a role in two major areas. First, emotions directly affect a behavior stream’s activation level. For example, emotions allow Conscious Mattie to be pleased about sending out a seminar announcement on time and to have anxiety about an impending system shutdown. In these cases, emotion might increase a behavior stream’s activation level since it is pleasing for Conscious Mattie to complete these streams promptly. Second, emotions influence the suggested actions which are the output of Sparse Distributed Memory, which is described next. Therefore, Conscious Mattie may be more or less inclined to actively pursue a suggested action based on the action’s associated emotional level. Lee McCauley is responsible for the agent’s emotion mechanisms.
Figure 4.1: Conscious Mattie’s Architecture
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4.3.2 Sparse Distributed Memory

*Artificial Minds* (Franklin, 1995) contains a detailed summary of Pentti Kanerva’s Sparse Distributed Random Access Memory (Kanerva, 1988). This content addressable memory serves as a long term episodic memory for Conscious Mattie. Sparse Distributed Memory helps Conscious Mattie in the understanding of incoming email messages. This memory stores the contents of the Perceptual Registers, and it can help fill them with the appropriate information when needed. Sparse Distributed Memory also allows the agent to remember sequences of actions and events. Suggested actions for the agent to pursue, therefore, can be queried from Sparse Distributed Memory. Sparse Distributed Memory can also store the emotional state of Conscious Mattie during a particular action sequence. Since this memory allows for events along with their associated emotions to be stored, their retrieval gives Conscious Mattie capability for a degree of prediction. Figure 4.1 illustrates where Sparse Distributed Memory fits into Conscious Mattie’s framework. The Focus serves as the location where Sparse Distributed Memory interacts with Conscious Mattie’s other components. Ashraf Anwar is responsible for Conscious Mattie’s Sparse Distributed Memory.

4.3.3 Metacognition

Metacognition plays the role of a manager making sure everything is in order. Metacognition monitors Conscious Mattie’s internal conditions. Specifically, Metacognition monitors what is in consciousness. In addition, this module monitors the activation of drives, emotional states, parameters in the Behavior Network, and the perceptual module. Using a fuzzy production system, Metacognition then makes inferences on the state of Conscious Mattie. If necessary, Metacognition can influence the Spotlight Controller, perception, learning, and the Behavior Network. For example, Metacognition can change the Behavior Network’s activation level threshold to make the agent more goal-oriented
or more opportunistic. It can cause voluntary attention by directing the Spotlight Controller to pay attention to certain coalitions of codelets. Zhaohua Zhang is working on the Metacognition portion.

4.3.4 Learning

Learning allows Conscious Mattie to be more closely coupled to her environment. Conscious Mattie contains several types of learning mechanisms. Conscious Mattie can learn new behaviors. For example, the agent may learn a new step in preparing for a system shutdown. She might also learn a new strategy for sending out reminders to seminar organizers. Reinforcement learning techniques are currently being used for this area of learning. The agent can learn new Slipnet message types. This allows Conscious Mattie to learn to better understand incoming email messages. Case based memory is the current method used for perceptual learning. It is also hoped that Conscious Mattie can learn new codelets by basing them on existing codelets. This allows Conscious Mattie to be able to perform the new learned behaviors and perceptual techniques. Coalitions of codelets will also be learned via associative learning. This allows the agent’s codelets greater ease in communicating and recruiting other processors to help in performing a task. This learning, based on John Jackson’s Pandemonium Theory, will be discussed in greater depth in chapter five (Jackson, 1987). Associative learning also occurs in Sparse Distributed Memory as actions, events, and emotions are associated with one another when placed in this memory. Aregahegn Negatu and Uma Ramamurthy are working on Conscious Mattie’s learning.

4.3.5 Consciousness

Conscious Mattie contains a Global Workspace. Based on Baars’ Theory, consciousness allows the agent to focus attention on a specific situation. This shining of a spotlight on a
coalition of codelets serves numerous purposes, described in chapter two. How Conscious Mattie’s spotlight fulfills Baars’ functions of consciousness is described in depth in the next chapter. The agent’s conscious component consists of three parts. First, a Coalition Manager groups associated codelets into coalitions. Second, a Spotlight Controller shines the spotlight of attention on certain coalitions, placing them into consciousness. The spotlight shines on every incoming message, as these messages are novel to the agent. Third, a Broadcast Manager takes information from the coalition in the spotlight and broadcasts it to all of Conscious Mattie’s other codelets. The details of these three components are discussed in chapter five. The author of this work is responsible for Conscious Mattie’s Global Workspace design and implementation.

4.4 Additional Enhancements and Conclusions

As discussed in chapter three, in Virtual Mattie’s Behavior Network there can be one active behavior in each behavior stream. In Conscious Mattie, there can be only one active behavior throughout the Behavior Network. Discussed further in chapter six, the active behavior corresponds to Baars’ dominant goal context.

As seen in the above section, Conscious Mattie has several additions to Virtual Mattie, both in terms of job description and architectural components. The architectural components taken from Virtual Mattie remain mostly intact in Conscious Mattie. Both Conscious Mattie’s Behavior Network and perceptual module are enhanced to allow for the agent’s learning and additional performed tasks. In addition, the Slipnet is designed in a manner closer to Hofstadter and Mitchell’s original Copycat architecture. Each of the architectural additions made for Conscious Mattie allow for the creation of an agent which implements the elements of Global Workspace Theory.

While Conscious Mattie is a significant extension to Virtual Mattie, her environment is still a very limited domain. Chapter six will discuss possibilities for other conscious
software agents with more complex environmental and job description domains. The upcoming chapter discusses Conscious Mattie’s Global Workspace implementation, including its functions in Conscious Mattie and its architectural components.
Chapter 5

A Global Workspace Implementation

5.1 Introduction

Conscious Mattie’s design includes a Global Workspace. While this Global Workspace is based on Baars’ theory, it must be remembered that the theory is a high-level cognitive science theory. Therefore, many implementation specific decisions are made by the author of this work in coordination with the Conscious Software Research Group. These decisions can be considered postulations on how human consciousness works. It is up to the cognitive scientists and neuroscientists to assess whether these hypotheses are correct (Franklin, 1997).

Conscious Mattie is the first software agent known to include a Global Workspace based on Baars’ Theory in its design. This chapter describes the mid-level design of the agent’s Global Workspace. It is written after nine months of research by this author. This chapter first describes the role of consciousness in Conscious Mattie. In conjunction with this, how this Global Workspace implementation fulfills Baars’ nine major functions of consciousness is covered. Next, Conscious Mattie’s Playing Field, based on the one described in Pandemonium Theory, is discussed (Jackson, 1987). Pandemonium Theory’s playing field provides a basis for understanding Conscious Mattie’s Global Workspace implementation. The Conscious Mattie architecture significantly extends Pandemonium Theory. Third, the agent’s Coalition Manager is addressed. The Coalition Manager
groups codelets into coalitions, making them available for attention. Fourth, the Spotlight Controller is covered. The Spotlight Controller shines conscious attention on a coalition of codelets. Finally, the Broadcast Manager is discussed. This module takes information from the coalition and sends it to all of Conscious Mattie’s codelets.

5.2 The Global Workspace’s Role in Conscious Mattie

Conscious Mattie’s Global Workspace gives the agent several performance features. It allows for coalitions of codelets to gain attention. Information about these codelets is broadcast to all of the agent’s other codelets. Recipients of this broadcast become active if enough of the information is understood and it is applicable. In this way, the broadcast recipients have the potential to contribute to the solving of the problem raised by the conscious coalition. This broadcast also allows Metacognition a view of the events taking place in the system. Learning also uses the information in consciousness to learn to associate codelets as a coalition.

Consciousness shines on every incoming email message as a new message contains novel information. In this way, consciousness’ attention is directly focused on perception. Specifically, consciousness can be said to shine on the Perception Registers as it focuses on the coalitions associated with filling this module’s fields. In addition, if there is difficulty understanding an email message, consciousness can shine on the Slipnet coalitions attempting to fill the trial message template in the Perceptual Working Memory. By consciousness shining on the perception portion, it allows information from Sparse Distributed Memory and Tracking Memory to be retrieved if needed to fill in the missing information. It also is used to help foster the sending of an acknowledgment to a seminar organizer stating that the message is not fully understood.

Consciousness also shines on the Working Memory associated with the Behavior Net-
work. At times it may focus on the Behavior Network as well. More specifically, in these
cases consciousness shines on the codelets associated with each behavior. The codelets
associated with each instantiated behavior often form a coalition. This coalition’s infor-
mation, if it comes to consciousness, can be broadcast to recruit other codelets to help
fulfill the coalition’s tasks. Consciousness’ importance to the Behavior Network can be
seen in the following example. Consciousness has just shined on a perceived message
from the System’s Administrator stating that the system is going to be shut down “soon”,
but the message does not give a specific time. The information in the Perception Registers
and the conscious broadcast of what is being perceived activates the self-preservation be-
havior stream. A behavior in this stream might be to keep track of how much time is left
before the system goes down. This behavior may itself come into consciousness when it
cannot easily determine what “soon” is. Its broadcast might entice a codelet associated
with Sparse Distributed Memory to look up the time remaining in the last several mes-
sages the system administrator sent. While this does not give a definitive answer, it may
help Conscious Mattie prioritize the steps she takes in preparing for the shutdown.

Consciousness shines on coalitions of codelets associated with the Behavior Network.
Unlike Virtual Mattie’s Behavior Network, Conscious Mattie’s coalition activation works
both in a top-down and bottom-up manner. As in Virtual Mattie, a behavior can activate
the lower level codelets associated with it. In Conscious Mattie, codelets associated with
each behavior can also activate the higher level behavior. This becomes extremely im-
portant with the addition of consciousness. The Behavior Network serves as Conscious
Mattie’s high-level action selection mechanism. One way for this mechanism to begin oc-
curs with the activation of new codelets associated with the ones currently in conscious-
ness. Since the newly activated codelets send activation to their higher level behaviors,
the conscious experience may result in Conscious Mattie pursuing a new behavior stream.

Consciousness shines on Metacognition’s codelets. This is one method used by Metacog-
nition to recruit codelets to help gather the information which Metacognition needs. It
also enables the changes Metacognition desires for the system to be broadcast to all of the agent’s other modules.

5.2.1 Relating Baars’ Functions of Consciousness to Conscious Mattie

Chapter two addresses Baars’ nine functions of consciousness. Each of these roles is present in Conscious Mattie.

1. Definition and Context-Setting. Consciousness shines on the perception module. This allows additional codelets in the Slipnet, Sparse Distributed Memory, and Tracking Memory to potentially help define the input data.

2. Adaptation and Learning. Described further below, codelets can learn their associations with other codelets. This leads to adaptation as codelets learn they are part of a new or different behavior. Codelets can then send activation to their new higher level behavior if necessary.

3. Editing, Flagging, and Debugging. The Behavior Network, Metacognition, and perception module have associated codelets designed for checks and balances purposes. Their input can come from consciousness. While the design for these codelets is in the early stages, it appears they are Primitive Codelets which can send activation to themselves when detecting a problem. In this way, they give themselves the potential for attention.

4. Recruiting and Control Function. By viewing the information broadcast from consciousness, Conscious Mattie’s other codelets can come into action if they understand the message and it is applicable.

5. Prioritizing and Access-Control. New codelets become active due to what is broadcast in consciousness. These new codelets may join an existing coalition. This
new greater coalition may become learned. Therefore, these new codelets now have greater access to consciousness if the coalition they have joined is one that frequently is conscious.

6. **Decision-making or Executive Function.** Uncertainty is a prime reason why coalitions enter consciousness. Other codelets in the Behavior Network, when viewing what is in consciousness, may activate their higher level behavior streams. An action is then taken if a behavior in this stream executes.

7. **Analogy-forming Function.** Codelets, when receiving a conscious broadcast, search for parameters which enable them to become active. After a certain number of parameters, possibly not all, the codelet becomes active. The codelet may use its built in knowledge, possibly learned, to make analogies about the information not found in the broadcast parameters.

8. **Metacognitive or Self-Monitoring Function.** Described in chapter four, Conscious Mattie contains a separate metacognitive module. This module gets a significant portion of its input from consciousness. It also executes voluntary control of attention by controlling consciousness’ Spotlight.

9. **Autoprogramming and Self-maintenance Function.** The Coalition Manager, described below, forms coalitions based on a threshold level of association between codelets. The Spotlight Controller, in determining what enters consciousness, uses a threshold level as well. Both learning and metacognitive modules can influence these threshold levels to control access to consciousness. This control affects the overall stability of the agent as more or less competing actions are successfully executed based on the ability to recruit helpful processors.
5.3 Conscious Mattie’s Playing Field

5.3.1 Pandemonium Theory

*Artificial Minds* (Franklin, 1995) contains a detailed summary of Pandemonium Theory first described by Oliver Selfridge in 1959 for perceptual uses and extended by John Jackson in 1987 (Jackson, 1987). Pandemonium Theory’s components interact like people in a sports arena. Both the fans and players are known as demons. Demons can cause external actions, they can act on other internal demons, and they are involved in perception. The vast majority of demons are the audience in the stands. There are a small number of demons on the playing field. These demons are attempting to excite the fans. Audience members respond in varying degrees to these attempts to excite them, with the more excited fans yelling louder. The loudest fan goes down to the playing field and joins the performers. This may cause a performer to return to the stands. The louder fans are those which are most closely linked to the performers. There are initial links in the system. Links are created and strengthened by the time demons spend together on the playing field and by the system’s overall motivational level at this time.

5.3.2 Conscious Mattie’s Utilization of Pandemonium Theory

Conscious Mattie utilizes Pandemonium Theory’s notion of a playing field. In Conscious Mattie, a group of codelets which act as demons are instantiated upon the program’s initialization. Each of these demon codelets represent a specific codelet type. If one of these codelet types is to become active, the demon codelet instantiates a copy of itself with the appropriate information. This allows for multiple copies of the same codelet type, each working with different information, to run in parallel. These demon codelets, which receive the broadcast information from coalitions in consciousness, can be considered
Pandemonium’s Theory’s fans in the arena’s seats.

Excluding these demon codelets, all codelets which are performing some function are considered active. These active codelets are the performers on the Playing Field. The Playing Field is a shared space in memory. All active codelets exist in this shared memory space.

Codelets on the Playing Field may be associated with one another. Some of these links are initially determined. Codelets derived from the same higher level module such as a Behavior are more likely associated with one another. Codelets associations also develop by codelets being in the spotlight at the same time.

Codelets contain one or more markers. A marker signifies from where a codelet on the Playing Field is derived, such as a particular behavior. A codelet’s marker has two parts. The first part is one of the higher level constructs with which the codelet is associated. The second part is the strength of this association. Since codelets can contain more than one marker, they can be simultaneous members of multiple coalitions. Primitive Codelets, while not directly associated with higher level constructs, do have information in the first part of their markers. This information helps to distinguish the roles of these codelets.

Markers are both static and dynamic in terms of their assignment. Static markers are built into the codelet’s initial design or learned. Codelets can be activated from their higher level behaviors or perceptual nodes. These assignments may be dynamic, especially if new behaviors are learned. Also, some codelets may have to activate other codelets on the fly, such as where there is a conflict needing rapid resolution. A codelet’s job may be to notice a particular conflict and recruit other codelets to start the process of resolving this conflict.

Codelets on the Playing Field contain an activation level, derived from where they are instantiated: the Behavior Network, Metacognition, or the perception module. Also, in some cases Primitive Codelets activate themselves. Normally, activation decays over time. This activation level becomes an important determinate in deciding which coalitions
gain conscious attention.

Figure 5.1 illustrates Conscious Mattie’s Playing Field. Two components of Conscious Mattie’s Global Workspace implementation are actors on the Playing Field: the Coalition Manager and Spotlight Controller. Each of these will now be discussed.

### 5.4 Coalition Manager

The Coalition Manager is the component of Conscious Mattie which groups active codelets into coalitions. It also keeps track of these coalitions. The Coalition Manager’s domain is the Playing Field.

To make coalitions, the Coalition Manager groups codelets according to the strength of association between codelets. Only if codelets are associated above a certain threshold level are the codelets considered to be in a coalition. Therefore, all codelets associated with the same higher level construct are not necessarily part of the same coalition.
The Playing Field is an extremely dynamic environment as codelets decay in activation. Codelet associations are also dynamic as a codelet can serve more than one higher level construct, newly activated codelets can join existing coalitions, and codelets can leave one coalition and possibly join another. In addition, the strength of each codelet’s association to its higher level construct may potentially change. Due to its dynamic environment, the Coalition Manager must be continually searching the Playing Field with great efficiency in order to keep its record of coalitions up to date. Multi-threading techniques may be necessary in dealing with this large, dynamic environment.

5.5 Spotlight Controller

The Spotlight Controller determines which coalition becomes conscious. The Spotlight Controller calculates the average activation level of each of the Coalition Manager’s coalitions. The average activation level of a coalition is calculated by averaging the activation level of the coalition’s codelets. The Spotlight shines on the coalition with the highest average activation level. Average activation among a coalition’s codelets, not the total activation, is taken to prevent larger coalitions from having an advantage over smaller ones. For the same reasons as for the Coalition Manager, the Spotlight Controller’s domain is extremely dynamic.

Specifications for the Spotlight Controller are still being designed, and several different approaches may actually be implemented to determine the method which yields the best results. While currently the highest average activation level is used to determine consciousness, a fuzzy-rule based system may yield better results. There are several factors which could go into this fuzzy-based system besides the activation level of each codelet. One factor is the size of a coalition. It is the Conscious Software Research Group’s current hypothesis that the size of a coalition should not be taken into account. When this agent is implemented this hypothesis may prove to be incorrect. Also, factors such as
what function the coalitions are serving may need to be taken into account. For exam-
ple, a coalition serving for self-preservation may in certain circumstances by default take
precedence over a coalition working to send an acknowledgment message.

5.6 Broadcast Manager

Once the Spotlight Controller has determined a conscious coalition, it notifies the Broad-
cast Manager. The Broadcast Manager is responsible for gathering information from this
coalition, and sending it to all of Conscious Mattie’s codelets. As in Baars’ theory, mes-
sages are small and not understood by all of the agent’s codelets.

Specifically, the Broadcast Manager looks at each codelet in the conscious coalition.
It scans for objects labeled for it, such as “INFO_TO_BE_BROADCAST”. This object
contains the information which needs to be broadcast to the audience of codelets if this
codelet becomes conscious. The Broadcast Manager gathers each object of this type from
the coalition’s codelets.

The Broadcast Manager then broadcasts this information to all of Conscious Mattie’s
codelets. Currently, this broadcast is to be done via a blackboard model. Information
gathered from a coalition is placed in a shared memory space. When each demon codelet
polls this blackboard, it searches for parameters it understands. If a demon codelet finds
enough relevant information on the blackboard, it will instantiate an active codelet.

Baars’ theory does not specify how the conscious information is broadcast. Using
a blackboard type model with polling was selected as a first attempt to implement this
broadcasting. Other methods were considered and may need to be attempted. Polling
appears to be most applicable due to the dynamic nature of codelets. Conscious Mattie
contains a large number of codelets. If the Broadcast Manager were to send the informa-
tion to each codelet, it would have to keep track of the memory addresses of each of the
agent’s codelets. Also, with the learning of new codelets, it appears to be more efficient for the Broadcast Manager not to have to communicate with the various learning modules and not to have to keep track of each new codelet learned. Having the Broadcast Manager send information to each codelet would most likely be a very time intensive task.

There are many considerations necessary in the implementation-level design of the blackboard. For example, it must be decided how long the information will remain on the blackboard. Another example is the determination of the maximum amount of information which can be present on the blackboard at any time.

The broadcast is critical to implementing Baars’ Theory. Whether directly or indirectly, all of Conscious Mattie’s modules are affected by the information broadcast. Figure 5.2 illustrates how this is the case in associative learning. A similar model applies to the Behavior Network, Metacognition, and perception.
5.7 Conclusions

This chapter has presented a design for an implementation of “consciousness” in a software agent. In addition to the Playing Field, where active codelets carry out their tasks, this implementation consists of three main components. First, the Coalition Manager forms coalitions from these active coalitions. Second, the Spotlight Controller shines its attentional spotlight on a coalition, bringing it into consciousness. Third, the Broadcast Manager sends the coalition’s information to all of the agent’s codelets.

The design of Conscious Mattie’s Global Workspace fits within the framework of Global Workspace Theory. As the role of consciousness in the agent continues to become clearer, it is likely that the agent’s Global Workspace design will be expanded. Creating a Global Workspace as modular as possible for ease in portability is of great concern. As this is the first attempt at a Global Workspace implementation, many of the design decisions will most likely be refined after initial experimentation.
Chapter 6

Contextual Synergy Between Conscious Software and Baars, Conclusions, and Future Directions

6.1 Introduction

This work presents the design for a Global Workspace in a Software Agent. This chapter first discusses a concordance between portions of Conscious Mattie’s architecture and Baars’ contexts. Next, overall conclusions are presented. Third, the Conscious Software Research Group’s future directions are addressed.

6.2 Concordance Between Baars’ Contexts and Conscious Mattie

Conscious Mattie is designed under the framework of Baars’ Global Workspace Theory. There is a correlation between portions of the agent’s modules and Baars’ contexts described in *A Cognitive Theory of Consciousness*. Conscious Mattie’s Perception Registers serve as Baars’ perceptual images. The Slipnet’s classification of messages into certain types relates to Baar’s perceptual contexts. The Slipnet nodes which represent the specific message types for each of the commonly expected message types correspond to Baars’
conceptual contexts. Baars’ goal context hierarchy is also represented. This hierarchy moves from overall broad-based goals down to specific goals. Conscious Mattie’s drives correspond to broad-based goals and the behaviors each drive activates correspond to the specific goals. The dominant goal context is the current active behavior.

6.3 Conclusions

This thesis gives an overview of Bernard Baars’ Global Workspace Theory. It describes Virtual Mattie, the Conscious Software Research Group’s first software agent. This paper discusses the overall design for Conscious Mattie, the research group’s first “conscious” agent. It presents this author’s design for Conscious Mattie’s Global Workspace implementation.

Conscious Mattie has the properties of a cognitive agent as described by the Cognitive Agent Architecture and Theory (CAAT) framework. (Franklin, 1997) While structurally tied to her environment, she has drives, is autonomous in pursuing these drives, and has intelligence on how to achieve her goals. Conscious Mattie contains sensors and an action selection mechanism. She also has attention, emotions, learning, memory, and several other modules typically associated with human cognition. She fits within the framework of a well-defined high level cognitive agent.

Many of Conscious Mattie’s functions may be able to be implemented more efficiently than what is found in the agent’s current design. However, building this agent under the framework of Global Workspace Theory presents a new approach of viewing the functionality of her modules. Conscious Mattie is being developed with the idea of both creating a useful software paradigm and modeling the human cognitive architecture. It is the Conscious Software Research Group’s hope that the implementation decisions made by the group will be studied by cognitive scientists and neuroscientists with a focus of determining if these decisions truly do model the human mind.
6.4 Future Directions

It should be stressed that one of the goals in the implementation of Conscious Mattie’s Global Workspace is keeping the implementation as modular and portable as possible. This modularity principle applies to the agent’s other portions as well. Development of a Conscious Software toolkit will begin approximately in the Fall of 1998. This will allow the putting together of the different Conscious Software modules together with relative ease. Each agent built via this toolkit will have a degree of learning to familiarize itself with its environment.

The Conscious Software model has applications in numerous applications. One possibility is a “conscious” travel agent. This travel agent would search the Internet to find appropriate travel information such as cost comparisons. It would also be able to make travel reservations. The agent would learn the habits of its users, such as frequently accompanying family members and preferred travel times.

Recently, in parallel to the design of Conscious Mattie, the Conscious Software Research Group has begun working on their first proof of concept project, Tutor. Tutor, whose development is supported by the National Science Foundation, will be a Conscious Software Agent which tutors students in computer literacy. A detailed description of Tutor is found at http://www.psy.c.memphis.edu/trg/trg.htm (Graesser and the Tutor Research Group, 1997). Tutor will significantly extend all aspects of Conscious Mattie’s architecture and functionality. The agent will extract meaning from the keyboard entries of students. Tutor will be able to formulate dialog contributions which are both conversationally and pedagogically appropriate. The agent will incorporate recent cognitive science and software advances. For example, Latent Semantic Analysis will be used to compute the quality, relevance, and truth of student contributions. Latent Semantic Analysis uses a statistical method called singular value decomposition to reduce a large corpus of texts to a one hundred to three hundred dimensional space. Production rules, sensi-
tive to the quality, relevance, and truth of students’ contributions, will be used to select Tutor’s topics and the dialog moves within each topic. Tutees’ inputs are classified into speech acts such as assertions or questions by language modules including a recurrent connectionist network that predicts the next speech act category and surface analysis of the input data. A talking head will be used to help convey information to students. This author is actively involved in the Tutor project, including working on the design for the agent’s Global Workspace. It is hoped that Tutor will be “conscious enough” to challenge its students at the correct level.
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